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ABSTRACT 
 

CPU scheduling algorithms plays an important role in the optimized use of a processor. There are 

number of CPU scheduling algorithms which schedules the processes by different techniques. In this 

paper, we discussed about different existing CPU scheduling algorithms. We purposed a new 

algorithmic approach for scheduling. In last we compared the waiting time and the turnaround time 

for the purposed algorithm with existing ones. 
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I.  INTRODUCTION 
 

Operating system is system software which works as an interface between user and machine. Process 

management is one of the important functions of operating system. To complete its task a process 

requires – files, memory, I/O devices and CPU Time. Single processor system executes one process at 

a time [1]. CPU scheduler confirms allocation of CPU time to processes which are in ready queue. 

CPU scheduling is used for high utilization of CPU to speedup the execution process [2].  
 

Various CPU scheduling algorithms are available like FCFS, SJF, Round Robin, Priority and Job 

Mix. To compare CPU scheduling algorithms there are some scheduling criteria like CPU utilization, 

Waiting Time, Turnaround Time, Throughput and Response Time [6]. For an effective CPU 

scheduling technique, CPU should be busy in execution as much as possible. CPU should not remain 

idle frequently. The sum of period spent by a process in ready queue is known as waiting time and it 

should be low. While the turnaround time of a process is, total amount of time is taken from its 

submission to termination.  
 

Further this paper is divided as, in section II different existing techniques are discussed and in III 

section a new algorithm has been proposed. Section IV enclosed the comparison of existing ones with 

the proposed. The paper concludes in section V with the conclusion. 
 

II. EXISTING CPU SCHEDULING ALGORITHM 
 

An efficient CPU scheduling algorithm focuses on high CPU utilization and throughput. Also keep in 

mind to reduce waiting and turnaround time. Fig. 1 shows various CPU scheduling algorithms which 

have discussed below: 
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Fig. 1: Various CPU Scheduling Algorithms 

 

2.1 First Come First Serve Scheduling 

 

It works on the phenomena of Queue i.e. First in First out (FIFO) [5]. Process entered first will have 

priority of CPU allocation for execution and so on. It is simple technique of CPU Scheduling; no 

matter how long burst time is required execution will be done sequentially. Table 1 has the Process ID 

and corresponding Burst Time.  
 

Table 1: PID and Burst Time of Processes 

Process ID Burst Time (ms) 

P0 12 

P1 70 

P2 1 

P3 140 
 

P0 P1 P2 P3 

           0         12                 82    83                                  223 

Fig. 2: Gantt Chart for FCFS 
 

As shown in Fig 2 for FCFS, process executes as per arrival. Thus execution sequence is P0, P1, P2 and P3. 
 

Table 2: Calculation of Waiting and Turnaround Time for FCFS 

Job Sequence Process ID Burst Time (ms) Waiting Time Turnaround Time 

1 P0 12 0 12 

2 P1 70 12 82 

3 P2 1 82 83 

4 P3 140 83 223 
 

Average Waiting Time = (0+12+82+83) / 4 = 44.25 

Average Turnaround Time = (12+82+83+223)/4 =100.00 

The average waiting time and average turnaround time for FCFS is calculated according to the Table 2.  
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2.2 Shortest Job First Scheduling 
 

In Shortest job first technique, allocation of the CPU to the process which has lowest burst time 

among all [4]. The SJF could be preemptive or non preemptive scheduling. In preemptive scheduling, 

CPU can be allocated to another process without completing running process. On the other hand in 

non preemptive scheduling, CPU will not released by the running process until completion of its task 

[7]. If two processes has same burst time than it allocate the CPU to the process has arrived first. In 

this context, it works as first come first serve. Fig. 3 shows the Gantt chart for SJF as below: 
  

P2 P0 P1 P3 

            0    1     13            83                          223 

Fig. 3: Gantt Chart for SJF 
 

As shown in Fig. 3 for SJF process has lowest CPU burst will run first and so on. Thus execution 

sequence is P2, P0, P1 and P3. 
 

Table 3: Calculation of Waiting and Turnaround Time for SJF 

Job 
Sequence 

Process ID 
Burst Time 

(ms) 
Waiting 

Time 
Turnaround 

Time 

1 P2 1 0 1 

2 P0 12 1 13 

3 P1 70 13 83 

4 P3 140 83 223 
 

Average Waiting Time = (0+1+13+83) / 4 = 24.25 

Average Turnaround Time = (1+13+83+223) / 4 = 80.00 

The average waiting time and average turnaround time for SJF is calculated according to the Table 3. 
 

2.3 Round Robin Scheduling 
 

Round Robin scheduling is more suitable for a time sharing systems [1]. CPU is allotted as per time 

quantum (a unit time - tq) to each process in ready queue according to arrival and process which are 

not completed in given tq, process will be added in the tail of the queue [3]. It decreases the response 

time. Selection of tq is more important; if the tq is long then round robin scheduling will work as FCFS 

and if tq is too short then more time will be wasted in context switch. Fig. 4 shows the Gantt chart for 

RR where tq = 14. 
 

P0 P1 P2 P3 P1 P3 P1 P3 P1 P3 P1 P3 P3 P3 P3 P3 P3 

0     12     26    27      41      55     69      83      97      111    125    139    153    167    181   195  209  223 

Fig. 4: Gantt Chart for Round Robin 

 

As Per tq =14 sequence of execution is P0, P1, P2, P3 and then P1 and P3 is added to tail of the queue 

until complete the task. 
 

Table 4: Calculation of Waiting and Turnaround Time for RR 

Job 

Sequence 
Process ID 

Burst Time 

(ms) 

Waiting 

Time 

Turnaround 

Time 

1 P0 12 0 12 

2 P1 70 69 139 

3 P2 1 26 27 

4 P3 140 83 223 
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Average Waiting Time = (0+69+26+83) / 4 = 44.50 

Average Turnaround Time = (12+139+27+223) / 4 = 100.25 

The average waiting time and average turnaround time for RR is calculated according to the Table 4. 
 

2.4 Priority Scheduling 
 

Each Process of ready queue is assigned a priority as shown in Table 5. Process with highest priority 

will execute first [6]. Some systems use high numeric value to represent lowest priority while others 

use it for highest. In Table 5 process with lowest numeric value will have execute first and so on. 
 

Table 5: PID, Burst Time with Priority for PS 

Process ID 
Burst Time 

(ms) 
Priority 

P0 12 4 

P1 70 1 

P2 1 2 

P3 140 3 
 

Gantt chart in Fig. 5 shows priority scheduling, process with lowest numeric value will run first and 

so on. Thus execution sequence is P1, P2, P3 and P0. 
 

P1 P2 P3 P0 

                  0              70    71                                  211    223  

Fig. 5: Gantt chart for Priority Scheduling  
 

The average waiting time and average turnaround time for Priority Scheduling is calculated according 

to the Table 6. 
 

Table 6: Calculation of Waiting and Turnaround Time for PS 

Job 

Sequence 

Process 

ID 

Burst Time 

(ms) 
Priority 

Waiting 

Time 

Turnaround 

Time 

1 P1 70 1 0 70 

2 P2 1 2 70 71 

3 P3 140 3 71 211 

4 P0 12 4 211 223 
 

Average Waiting Time = (0+70+71+211) / 4 = 88.00 

Average Turnaround Time = (70+71+211+223) / 4 = 143.75 
 

2.5 Job Mix Scheduling 
 

In Job Mix scheduling the execution will start with lowest burst time and the process with highest 

burst time will execute next. The execution continues with the remaining queue in the same manner 

having next lowest burst time and next highest [2]. 
 

Gantt chart in Fig. 6 shows Job Mix scheduling, thus execution sequence is P2, P3, P0 and P1. 
 

P2 P3 P0 P1 

               0   1                        141    153        223 

Fig. 6: Gantt chart for Job Mix 
 

The average waiting Time and Average Turnaround Time for Job Mix scheduling is calculated 

according to the Table 7. 
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Table 7: Calculation of Waiting and Turnaround Time for Job Mix 

Job Sequence Process ID Burst Time (ms) Waiting Time Turnaround Time 

1 P2 1 0 1 

2 P3 140 1 141 

3 P0 12 141 153 

4 P1 70 153 223 
 

Average Waiting Time = (0+1+141+153) / 4 = 73.75 

Average Turnaround Time = (1+141+153+223) / 4 = 129.50 
 

III. PROPOSED ALGORITHM 
 

3.1 CAT Next Scheduling 
 

In Proposed CAT Next (Closest Average Time Next) technique, the average of all burst time is 

calculated first. Execution will start with the process which has closest burst time to the average time, 

then the process with next closest burst time is executed and so on. Average time is calculated as per 

Table 1 and Gantt chart in Fig. 7 shows the execution sequence of the processes. 
    

P1 P0 P2 P3 

             0               70      82      83            223 

Fig. 7: Gantt chart for CAT Next  
 

The Average Waiting Time and Average Turnaround Time for CAT Next is calculated according to 

the Table 8. 

Table 8: Calculation of Waiting and Turnaround Time for CAT Next 

Job Sequence Process ID Burst Time (ms) Waiting Time Turnaround Time 

1 P1 70 0 70 

2 P0 12 70 82 

3 P2 1 82 83 

4 P3 140 83 223 
 

Average Waiting Time = (0+70+82+83) / 4 = 58.75 

Average Turnaround Time = (70+82+83+223) / 4 = 114.50 
 

IV. COMPARISION 
 

In this table we compared the different existing CPU scheduling techniques with the proposed CAT 

Next technique. In this comparison we select the FCFS, SJF, RR, Priority, Job mixing techniques. 

Then find put waiting time and turnaround time for each. 
 

Table 9: Comparison of Average Waiting Time and Turnaround Time  

for different CPU Scheduling Algorithms 

 

Waiting Time Turnaround Time 

FCFS SJF RR Priority 
Job 

Mix 

CAT 

Next 
FCFS SJF RR Priority 

Job 

Mix 

CAT 

Next 

P0 0 1 0 211 141 70 12 13 12 223 153 82 

P1 12 13 69 0 153 0 82 83 139 70 223 70 

P2 82 0 26 70 0 82 83 1 27 71 1 83 

P3 83 83 83 71 1 83 223 223 223 211 141 223 

Average 44.25 24.25 44.50 88.00 73.75 58.75 100.00 80.00 100.25 143.75 129.50 114.50 

 

This table revealed that the proposed technique exhibits a better result for Priority and Job Mixing but 

FCFS, SJF, RR is still superior.  
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V. CONCLUSION 

 

This paper provides a comparative result of the purposed algorithm with the different existing CPU 

scheduling algorithm. This new approach provides a better result from priority and job mixing. This 

table will assist new researchers who are keen to contribute their works to the field of CPU 

scheduling. 
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